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Abstract. The multi-modal retrieval is considered as performing infor-
mation retrieval among different modalities of multimedia information.
Nowadays, it becomes increasingly important in the information science
field. However, it is so difficult to bridge the meanings of different mul-
timedia modalities that the performance of multimodal retrieval is de-
teriorated now. In this paper, we propose a new mechanism to build
the relationship between visual and textual modalities and to verify the
multimodal retrieval. Specifically, this mechanism depends on the multi-
modal binary classifiers based on the Extreme Learning Machine(ELM)
to verify whether the answers are related to the query examples. First-
ly, we propose the multimodal probabilistic model to rank the answers
according to their generative probabilities. Furthermore, we build the
multimodal binary classifiers to filter out unrelated answers. The multi-
modal binary classifiers are called the word classifiers. It can improve the
performance of the multimodal probabilistic semantic model. The exper-
imental results show that the multimodal probabilistic semantic model
and the word classifiers are effective and efficient. Also they demonstrate
that the word classifiers based on ELM not only can improve the perfor-
mance of the probabilistic semantic model but also can be easily applied
to other probabilistic semantic models.

Keywords: Extreme Learning Machine, Multimodal, Classifier, Prob-
abilistic semantic model, probabilistic Latent Semantic Analysis, Single
hidden-layer feedforward neural networks, Retrieval

1 Introduction

Nowadays, with the rapid development of the information technology not only
the scale but also the type of multimedia information has explosively increased.
So the multimedia information usually has the multimodal nature. Specifically,
the multimedia document consists of a variety of different modalities of multime-
dia information. Meanwhile the different modalities of multimedia information
in the same multimedia document generally contain the same semantic senses
[25] [29] [30] [32] [34] [35]. These changes bring new challenges to the information
retrieval and the multimedia database. How to effectively and efficiently search
multimodal information in the multimedia database is the new focus of the in-
formation retrieval, multimedia and database fields. The multimodal retrieval
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need exploit the integrated analysis of different modalities of multimedia infor-
mation so as to obtain the potential correlation of different modalities. Then
it can employ the potential correlation to achieve different kinds of the multi-
modal retrieval. While traditional multimedia retrieval methods depend on the
query by the example(QBE), the multimodal retrieval can search other kinds of
modalities of multimedia information by different modalities of query examples.
For examples, we can search images by examples of texts; and we can search
texts by examples of images.

The semantic models are extended to multimodal retrieval fields in order
to bridge the correlation of different modalities of multimedia information [20]
[25] [34] [35]. At the beginning the semantic models are proposed to cope with
the notorious semantic gap [1] [2] [4] [19]. Then they are extensively applied to
many different fields [22] [23] [36]. Moreover, the probabilistic Latent Semantic
Analysis (pLSA) introduces the probabilistic model into the semantic analysis
and employs the probabilistic distribution of the latent aspects to represent the
document [1].

However, the probabilistic semantic methods only rank the answers according
to their generative probabilities without considering other factors. In fact the
answer to the query is just a Yes/No decision for the candidates. Hence in this
paper we employ the Extreme Learning Machine (ELM) to build the binary
classifiers to verify the candidates ranked by the probabilistic semantic methods
in order to improve the effectiveness of the multimodal retrieval. For convenience
sake, in this paper we exploit two multimedia modalities, the image and text, to
achieve the multimodal retrieval.

The Extreme Learning Machine (ELM) is an effective and efficient learning
algorithms for the single-hidden layer feedforward neural networks (SLFNs) [5]
[9]. The feedforward neural networks have been widely and effectively applied
to many fields such as feature learning, classification, regression, compression
and etc. [12]. However, the traditional learning algorithms train the feedforward
neural networks in the light of iteratively tuning the parameters [13] [39]. Hence
the traditional algorithms are less efficient to learn the feedforward neural net-
works. Recently, ELM is presented to tackle these problems. It can not only fast
learn SLFNs but also guarantee high training and testing accuracy. The Extreme
Learning Machine further boosters the development of the feedforward neural
networks because it solves the fundamental problem of the SLFNs [8] [11] [41].
Multiple kernel learning is used in ELM to optimize the choice of kernels so as
to improve the performance of ELM [43] [44] [45] [46]. Nowadays, because of the
excellent efficiency the ELM has been extended into a variety of different fields
[7] [14] [15] [17] [42] [47] [48] [49].

To address the new challenges of the multimodal retrieval and to complement
the probabilistic semantic models, in this paper, we propose a new multimodal
retrieval model. This multimodal retrieval model consists two part: the multi-
modal probabilistic semantic model and the word classifiers based on ELM. The
image feature data are continuous and the standard pLSA can be only applied to
discrete data. The standard pLSA model can not straightforwardly simulate the
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generative process of images. It is generally assumed that the image feature da-
ta follow the multivariate Gaussian distribution under the given parameters [3]
[25]. So the multivariate Gaussian distribution can be introduced to handle the
continuous data such as image feature vectors. Firstly, we employ multivariate
Gaussian pLSA to simulate the generative process of the images in the training
set and obtain the probability distributions of the latent aspects (topics) of the
images. Moreover, we assume that the images and the texts share the common
latent aspects and consider the probability distributions of images as the prob-
ability distributions of the texts. Additionally, we employ the standard pLSA to
simulate the generative process of the training texts under the condition that
the probability distributions of the textual latent aspects are fixed. So we can
obtain the probability distributions of the vocabulary under the condition of
the textual latent aspects. At the same time, we consider the training image
feature vectors as the input and employ ELM to train the multimodal binary
classifier of every textual word in the vocabulary. These multimodal binary clas-
sifiers are called the word classifiers. For each textual word in the vocabulary,
its word classifier verifies whether the image feature vector belongs to its class
or not. If any feature vector of the image output true for one word, the image
is related to that word. Or else, it does not. When one query image arrives, we
can search its related texts in the light of the probabilistic semantic model and
filter out the unrelated texts through the word classifiers. On the other hand,
we employ the standard pLSA to simulate the generative process of the training
texts and consider their textual latent aspects as the aspects of images. Thus
we use multivariate Gaussian pLSA to simulate the generative process of the
images. When one text arrives, we can search its related images by the proba-
bilistic semantic model and filter out the unrelated images by the word classifiers.
More importantly, the word classifiers based on ELM can be extensively applied
to other multimodal probabilistic semantic models. So it is not limited to the
proposed multimodal probabilistic semantic model in this paper. The extensive
experimental results show the effectiveness and efficiency of the word classifiers
based on ELM and the multimodal retrieval model. Also the experimental re-
sults demonstrate the expandability of the word classifiers. Generally speaking,
this multimodal retrieval model based on ELM classifiers can be easily extended
to other modalities such as audio, video and etc.

This paper is organized as follow. The section 2 introduces the overview of
the ELM method. In the section 3, we propose the multimodal probabilistic
semantic model. In the section 4, based on ELM we present the word classifiers
that verify whether the candidate words are related to the query images. The
experimental results are shown in the section 5. The section 6 states the related
works. We conclude the paper and provide the future works in the section 7.

2 The Overview of Extreme Learning Machine

The traditional learning algorithms usually train the feedforward neural net-
works with less efficiency. So the Extreme Learning Machine (ELM) is proposed
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to solve the problem. The ELM is an excellently efficient and effective learning
algorithm because it can fast learn the parameters of the single-hidden layer
feedforward neural networks (SLFNs) with satisfactory accuracy. ELM random-
ly provides the values of the parameters of the hidden nodes and then learn
the weight parameters that connect the hidden nodes and the output nodes.
Specifically, given N arbitrary distinct samples (xi, ti), where i = 1, 2, ..., N ,
xi = [xi1, xi2, ..., xin]T ∈ Rn and ti = [ti1, ti2, ..., tim]T ∈ Rm, the output func-
tion of SLFNs with L hidden function and with activation function G(x) is

fL(xj) =

L∑
i=1

βiG(ai, bi, xj) =

L∑
i=1

βig(ai · xj + bi) = oj , j = 1, 2, ..., N (1)

where ai = [ai1, ai2, ..., ain]T and bi are the hidden node parameters, and ai
is the weight vector that connects ith hidden node and the input nodes, and bi is
the threshold of the ith hidden node; βi = [βi1, βi2, ...βim]T is the weight vector
and it connects ith hidden node and the output nodes [6].

For the additive nodes, in the Equation (1) the function g is the output
function of the hidden nodes and ai · xj denotes the inner product of ai and xj .
On the other hand, with respect to the Radial Basis Function (RBF) nodes, the
output function of the hidden nodes can be written as the Equation (2).

fL(xj) =

L∑
i=1

βiG(ai, bi, xj) =

L∑
i=1

βig(bi ‖xj − ai‖), j = 1, 2, ..., N (2)

ELM has proved that the hidden node parameter sequence {ai, bi}Li=1 can be
randomly generated and β need be learned. The hidden layer output matrix can
be written as:

H =

 h(x1)
...

h(xN )

 =

 G(a1, b1, x1)G(a2, b2, x1)...G(aL, bL, x1)
...

G(a1, b1, xN )G(a2, b2, xN )...G(aL, bL, xN )


N×L

(3)

In fact, h(xi) is the random feature mapping which maps the input sample xi
from n-dimensional input space to the L-dimensional ELM feature space. So the
output function of SLFNs in the Equation (1) can be written as the Equation
(4).

Hβ = T (4)

where

β =

βT
1
...
βT
L


L×m

=

 β11β12...β1m
...

βL1βL2...βLm


L×m
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and

T =

 tT1
...
tTN


N×m

=

 t11t12...t1m
...

tN1tN2...tNm


N×m

ELM has proved that SLFNs can be learned with zero error when the number
of the hidden nodes L is equal to the number of training samples N . That is,
N∑
j=1

‖oj − tj‖ = 0 [6] [7]. However, usually L is far less than N , namely L� N .

In this case SLFNs can not be solved with zero error. Specifically, β can not
be exactly learned so that Hβ = T. But ELM exploits the smallest norm least
squares solution to approximate β so that ‖Hβ = T‖ has the smallest error. So
when L� N , the output weights β can be calculated as Equation (5)

β = H†T (5)

where H† is the MooreCPenrose generalized inverse of matrix H.
In the binary classification case, ELM only employs single output node to

present the predicted class label and this paper mainly concerns the binary clas-
sification problem. However, with respect to the multi-class classifier, ELM can
approximate any target continuous functions. So h(xj)β, the output of the ELM
classifier, need be approximated to the class labels. Given m-class of classifiers
have m output nodes. The multi-calss classification problem can be formulated
as:

Minimize : LpELM
= 1

2 ||β||
2 + C 1

2

N∑
i=1

||ξi||2

subjectto : h(xi)β = tTi + ξTi ,∀i = 1, ..., N (6)

where C is user-specified parameter and ξi = [ξi1, ..., ξim]T is the training
error vector of the training sample ti.

So ELM can solve multi-class classification problem by tackling the dual
optimization problem:

LDELM
=

1

2
||β||2 + C

1

2

N∑
i=1

||ξi||2 −
N∑
i=1

m∑
j

αij(h(xi)βj − tij − ξij) (7)

where αij is the Lagrange multiplier and it corresponds to the training sample
tij ; βj is the weight vector connecting the hidden layer and the jth output node
and β = [β1, ..., βm].

3 The Multimodal Probabilistic Semantic Model

In this section, we describe the multimodal probabilistic semantic model in de-
tails. We assume that each multimodal document consists of one image and its
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associated text and that they have the same sematic senses [25] [29] [30] [32] [34]
[35]. At the same time, we assume that the image and text in the multimodal
document are respectively generated independently. But they share the common
latent semantic aspects (topics). Therefore, if we have an image (text) in the
multmodal document, we can generate its corresponding text (image) in the
same multimodal document based on their same semantic senses. Namely, we
can transform the semantic senses from one modality to the other modality. This
section is organized as follow. Firstly, we introduce the standard pLSA. Then
we train the transformation from the image modality to the textual modality
so as to implement the image query. Finally, we train the transformation from
the textual modality to the image modality in order to perform the text-based
image retrieval.

3.1 probabilistic Latent Semantic Analysis

The probabilistic Latent Semantic analysis (pLSA) model is proposed in 2001
[1]. It employs the probabilistic semantic method to reduce the dimensions of tra-
dition representations of text document based on the Latent Semantic Indexing
(LSI). It is a generative model with the assumptions that the words are generat-
ed independently of the documents and it also assumes that the document is the
collection of unorder words, that is, bag of words model (bog). It considers the
document as the mixture of the latent aspects (topics) so the document can be
represented as the probability distribution of the latent aspects. The standard
pLSA simulates the generative process of the training documents and employs
the Expectation Maximization (EM) method to maximize the probability of the
creation of the training documents. In this process, the standard pLSA can learn
the probability distributions of the latent aspects of the training documents and
it considers them as the representations of the training documents. Also it can
learn the probability distributions of the vocabulary conditioned on the latent
aspects so as to calculate the representations of the testing documents. So when
the testing document comes, its representation of the probability distribution of
the latent aspects can be calculate based on the learned probability distributions
of the vocabulary. The number of latent aspects is far less than that of words in
vocabulary, so the standard pLSA representations of the document have much
less dimension than tradition representations of the document. So the pLSA can
be used for reducing the dimensions of the traditional representations of the
documents without loss of the semantic meanings. Especially, it can bridge the
notorious semantic gap [19]. Meanwhile, pLSA can be used for the document
clustering and similarity of documents [23]. Recently, pLSA is extended to the
multimedia field and the computer vision field [36] [37].

3.2 The Generative Process of Texts From The Visual Query

We implement the image query and then obtain the textual answers, so in the
training stage we assume that the training images are generated at first and
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then the training texts are created based on their shared latent aspects. We em-
ploy pLSA to simulate the generative process of the training image. The standard
pLSA only use discrete data and it can not directly use continuous image feature
vectors. Therefore pLSA can not be straightforwardly applied to the generative
process of the training image. Generally, it is assumed that the image feature
vectors obey the multivariate Gaussian distribution [3] [25]. So the multivariate
Gaussian distribution is introduced into pLSA to simulate the generative pro-
cess of the training image. Firstly, an image is picked. Then one latent aspect
is sampled conditioned on this image. So we can obtain the mean and the co-
variance matrix of the multivariate Gaussian distribution corresponding to that
latent aspect. Furthermore, one image feature vector is sampled conditioned on
the mean and the covariance matrix of this latent aspect. Repeat the generative
process of the latent aspects and the generative process of the image feature
vector until the training image is completed. Thus we can obtain the proportion
of the latent aspects of this image. This image and its associated texts share the
common semantic senses, so the proportion of the latent aspects of the associ-
ated text is fixed as that of this image when pLSA is applied to the generative
process of the associated text. That is, the associated text is pick and its prob-
ability proportion of the latent aspects is fixed. Furthermore, one latent aspect
is sampled based on the fixed proportion of the latent aspects. In the addition,
one textual word is sampled conditioned this latent aspect. Finally, repeat the
generative process of the latent aspects based on the fixed proportion and the
generative process of the textual words until the associated text is completed.

Formally, the generative process of the text from the image is given as follows:

1 For the generative process of the image:

(1)Pick an image from the multimodal document di with prior probability
P (di), i ∈ {1, ..., D};

(2)Sample one of L common latent aspects zl with probability P (zl|di), l ∈
{1, ..., L};

(3)Generate one image feature vector fn with probability P (fn|zl) from a
multivariate Gaussian distribution ℵ(µl, Σl) conditioned on the zl factor;

2 For the generative process of the text:

(1)The probability proportion P (z|di) of the latent aspects of the text is fixed
as that of the image in the same multmodal document P (di);

(2)Sample one of L latent aspects zl with probability P (zl|di), l ∈ {1, ..., L}
based on the probability distribution P (z|di);

(3)Sample one of M textual words wm with probability P (wm|zl) from a
multinomial distribution Mult(Θ) conditioned on the zl factor, m ∈ {1, ...,M};

Generally, the image consists of a few visual feature vectors that is easily
applied to clustering, comparison, classification and etc. in the computer vision
and multimedia fields. It is usually assumed that these feature vectors are gener-
ated independently and that they obey the multivariate Gaussian distribution.
Specifically, there are L Gaussian distributions corresponding to L visual latent
aspects, zl, l ∈ {1, ..., L}. And the image feature vectors are sampled from L
Gaussian distributions, namely L visual latent aspects. For one fixed latent as-
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pect zl, the probability density function of the image feature vector fn is written
to:

P (fn|zl) =
1

(2π)
C/2|Σl|1/2

e−
1
2 (fn−µl)

TΣ−1
l (fn−µl) (8)

where C is the dimensionality of the feature fn,
∑
l and µl respectively are

the covariance matrix and mean of the latent aspect zl. The probability P (fn|zl),
l ∈ (1, ..., L) can be calculated when fn,

∑
l and µl are given.

For the image modality, pLSA with multivariate Gaussian is applied to the
generation of the image and the log-likelihood function Lv is given by:

Lv =

D∑
i=1

N∑
n=1

n(di, fn)[logP (di) + log

L∑
l=1

P (fn|zl)P (zl|di)] (9)

where di is the ith multimodal document, and L is the number of the shared
latent aspects of the images and their associated texts, and n(di, fn) is the
number of the image feature vector fn in the multimodal document di. Taking
into consideration picking the feature vectors from the continuous multivariate
Gaussian distribution, we hardly sample the same feature vectors in real prac-
tice. Thus if fn belongs to the multimodal document di, the number of the
feature vector fn is always 1, namely n(di, fn) = 1; otherwise, the number of the
feature vector fn is always 0, namely n(di, fn) = 0. Meanwhile, the number of
different features in the visual vocabulary is just the number of all features in
all documents. Therefore, the Equation (9) can be written as:

Lv =

D∑
i=1

Ni∑
n=1

[logP (di) + log

L∑
l=1

P (fn|zl)P (zl|di)] (10)

where Ni denotes the number of the image feature vectors in the multimodal
document di.

EM algorithm is introduced to maximize the log-likelihood function Lv so as
to determine the unobservable parameters

∑
l, µl and P (zl|di) .

The E-step:
By applying Bayesian formula, one can obtain:

P (zl|di, fn) =
P (fn|zl)P (zl|di)
L∑
l=1

P (fn|zl)P (zl|di)
(11)

The M-step:
The expectation of E(Lv) is given by:

E(Lv) =

D∑
i=1

Ni∑
n=1

L∑
l=1

P (zl|di, fn) log[P (fn|zl)P (zl|di)] (12)

P (di) in Equation (10) can be calculated independently, so it is eliminated.
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By maximizing Equation (12) and by combining the Equation (11), one can
obtain:

µl =

D∑
i=1

Ni∑
n=1

P (zl|di, fn)fn

D∑
i=1

Ni∑
j=1

P (zl|di, fj)
(13)

Σl =

D∑
i=1

Ni∑
n=1

P (zl|di, fn)(fn − µl)(fn − µl)T

D∑
i=1

Ni∑
j=1

P (zl|di, fj)
(14)

P (zl|di) =

Ni∑
n=1

P (zl|di, fn)

Ni
(15)

where Ni denotes the number of image feature vectors in the document di.
The Equations (11) in the E step and the Equation (13), (14), (15) in the M
step are alternatively iterated until the convergence condition is satisfied. Thus
the parameters

∑
l, µl and P (zl|di) can be determined.

Furthermore, the standard pLSA is employed to simulate the generative pro-
cess of the text in the same multmodal document di with the image. But the
proportion of the latent aspects of the text is fixed as that of the image, namely
P (z|di) that is the collection of P (zl|di), l = 1, 2, ..., L.

We also have assumed that the textual words are generated independently.
At the same time, the log-likelihood function Lt of the text is written as [1]:

Lt =

D∑
i=1

M∑
m=1

n(di, wm)[logP (di) + log

L∑
l=1

P (wm|zl)P (zl|di)] (16)

where di is the ith multimodal document, and l is the number of the common
latent aspects of the images and their associated texts, and n(di, wm) is the
number of the words wm in the text in the multimodal document di.

When P (zl|di) is fixed, P (wm|zl) can be determined by using EM algorithm
to maximize the log-likelihood function Lt [1].

The E-step:

Applying Bayesian formula, then:

P (zl|di, wm) =
P (wm|zl)P (zl|di)
L∑
l=1

P (wm|zl)P (zl|di)
(17)

The M-step:

The expectation of E(Lt) is:
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E(Lt) =

D∑
i=1

M∑
m=1

n(di, wm)

L∑
l=1

P (zl|di, wm) log[P (wm|zl)P (zl|di)] (18)

P (di) in the Equation (16) can be calculated independently, and therefore
it is eliminated. By maximizing the expectation of Lt, when P (zl|di) is fixed
P (wm|zl) is given by:

P (wm|zl) =

D∑
i=1

n(di, wm)P (zl|di, wm)

M∑
j=1

D∑
i=1

n(di, wj)P (zl|di, wj)
(19)

The parameter P (zl|di, wm) in the Equation (17) in the E step and P (wm|zl)
in the Equation (9) in the M step are alternatively iterated until the convergence
condition is satisfied. Therefore, we obtain the probability distribution of the
vocabulary conditioned on the common latent aspects.

When a query image arrives, we can transform it into the proportion of the
common latent aspects and employ the probability distribution of the vocabulary
conditioned on the common latent aspects to obtain the generative probability
of each textual word in its matched text.

3.3 The Generative Process of Images From The Textual Query

Similarly, with regard to the generative process of images from the textual query,
in the training stage we assume that firstly the training texts are generated and
what is more the training images are generated based on their common latent
aspects. We also employ the standard pLSA to simulate the generative process
of the training text. Specifically, firstly, a text is picked. Secondly, one latent
aspect is sampled conditioned on the text. Furthermore, one textual word is
picked conditioned on this latent aspect. Repeat the generative process of the
latent aspects and the generative process of the textual word until the text is
completed. So the proportion of the latent aspects of the text is fixed. The image
and its associated text in the same multimodal document share the common
semantic senses, so they have the same proportion of the common latent aspects.
The multivariate Gaussian is introduced into pLSA model because the image
feature vectors are continuous. Thus we employ the multivariate Gaussian pLSA
to simulate the generative process of the image under the condition that the
proportion of the common latent aspects of the image is fixed. Specifically, the
corresponding image is picked. Furthermore, one latent aspect is sampled based
on the fixed proportion of the latent aspects. Additionally, one image feature
vector is generated conditioned on the mean and the covariance matrix of this
sampled latent aspect. Finally, repeat the generative process of the latent aspects
based on the fixed proportion and the generative process of the image feature
vector until the image is completed.
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Formally, the generative process of the image from the text is given as follows:

1 For the generative process of the text:

(1)Pick a text from the multimodal document di with prior probability
P (di), i ∈ {1, ..., D};

(2)Sample one of K common latent aspects zk with probability P (zk|di), k ∈
{1, ...,K};

(3)Sample one textual word wm with probability P (wm|zk) from a multino-
mial distribution Mult(Φ) conditioned on the zk factor, m ∈ {1, ...,M}

2 For the generative process of the image:

(1)The probability proportion P (z|di) of the latent aspects of the image is
fixed as that of the text in the same multmodal document P (di);

(2)Sample one of K latent aspects zk with probability P (zk|di), k ∈ {1, ...,K}
based on the probability distribution P (z|di);

(3)Generate one image feature vector fs with probability P (fs|zk) from a
multivariate Gaussian distribution Ψ(µk, Σk) conditioned on the zk factor;

We have assumed that the textual words are generated independently, and
therefore the log-likelihood function Lt of the text is given by the Equation (20).

Lt =

D∑
i=1

M∑
m=1

n(di, wm)[logP (di) + log

K∑
k=1

P (wm|zk)P (zk|di)] (20)

The probability distribution of the vocabulary conditioned on the latent as-
pects and that of latent aspects can be determined by using EM algorithm to
get the maximum the log-likelihood function Lt [1].

The E-step:

After applying Bayesian formula, we can obtain the Equation (21).

P (zk|di, wm) =
P (wm|zk)P (zk|di)
K∑
k=1

P (wm|zk)P (zk|di)
(21)

The M-step: The expectation of E(Lt) is the Equation (22).

E(Lt) =

D∑
i=1

M∑
m=1

n(di, wm)

K∑
k=1

P (zk|di, wm) log[P (wm|zk)P (zk|di)] (22)

By maximizing the expectation of Lt, P (zk|di) and P (wm|zk) are determined
by the Equation (23) and (24)

P (zk|di) =

M∑
j=1

n(di, wj)P (zk|di, wj)

n(di)
(23)



12 Improving The Multimodal Probabilistic Semantic Model by ELM Classifiers

P (wm|zk) =

D∑
i=1

n(di, wm)P (zk|di, wm)

M∑
j=1

D∑
i=1

n(di, wj)P (zk|di, wj)
(24)

where n(di) is the number of the textual words in the text in the multimodal
document di. The parameter P (zk|di, wm) in the Equation (21) in the E step,
and P (zk|di) in the Equation (23) and P (wm|zk) in the Equation (24) in the M
step are alternatively iterated until the convergence condition is satisfied. Thus
we obtain the proportion of the latent aspects of the texts, P (z|di) that is the
collection of P (zk|di). Meanwhile, the probability distribution of the vocabulary
conditioned on the latent aspects, P (wm|zk) m ∈ {1, ...,M} and k ∈ {1, ...,K},
is determined.

Furthermore, the image that is matched with this generated text is represent-
ed as some continuous feature vectors. So multivariate Gaussian is introduced
into pLSA in order to simulate the generative process of the image. Meanwhile,
the proportion of the latent aspects of the image, P (z|di), is fixed as that of
the text. Specifically, the image feature vectors are sampled from K Gaussian
distributions, and each of K Gaussian distributions is corresponding to one of
K common latent aspects, zk k ∈ {1, ...,K}. For one fixed latent aspect zk,
the probability density function of the image feature vector fs is given by the
Equation (25).

P (fs|zk) =
1

(2π)
C/2|Σk|1/2

e−
1
2 (fs−µk)

TΣ−1
k (fs−µk) (25)

Moreover, the log-likelihood function Lv is given by the Equation (26).

Lv =

D∑
i=1

Ni∑
s=1

[logP (di) + log

K∑
k=1

P (fs|zk)P (zk|di)] (26)

When P (zk|di) is fixed, the unobservable parameters
∑
k, µk can be deter-

mined by using EM algorithm to maximize the log-likelihood function Lv
The E-step:

By applying Bayesian formula, we can obtain the Equation (27).

P (zk|di, fs) =
P (fs|zk)P (zk|di)
K∑
k=1

P (fs|zk)P (zk|di)
(27)

The M-step:

The expectation of E(Lv) can be bulit and maximize the expectation of Lv,
so we obtain the Equation (28) and (29).
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µk =

D∑
i=1

Ni∑
s=1

P (zk|di, fs)fs
D∑
i=1

Ni∑
j=1

P (zk|di, fj)
(28)

Σk =

D∑
i=1

Ni∑
s=1

P (zk|di, fs)(fs − µk)(fs − µk)
T

D∑
i=1

Ni∑
j=1

P (zk|di, fj)
(29)

When the proportion of the common latent aspects, P (z|di), is fixed, the
Equation (27), (28) and (29) are alternatively iterated until the convergence
condition is satisfied. Thus the parameters

∑
k, µk are determined.

When a text query arrives, we can transform it into the proportion of the
common latent aspects. So we can obtain the proportion of the parameters

∑
k,

µk. Moreover, as for an image in the database, we can calculate its generative
probability based on this proportion of

∑
k, µk. Therefore, we can rank the

returned images in terms of their generative probabilities.

4 The Word Classifier based on ELM

The traditional probabilistic semantic models believe that the document contain-
s the potential semantic topics. Therefore, they represent the document as the
mixture of the semantic topics without losing the original meanings of the docu-
ment. The mixture of the semantic topics contains the main semantic meanings
of the document. Meanwhile, it has less dimension than the original documen-
t. Therefore, the probabilistic semantic models can solve the problem that the
original document is too long-winded to operate [1] [2] [4]. At the same time,
they need calculate the generative probability of each word conditioned on each
semantic topic in the process of transformation from the document into the
mixture of the semantic topics. The probabilistic semantic models have the re-
markable advantage of the multimodal retrieval because the semantic topics are
not restricted by the multimedia modality. So they are easily applied to the mul-
timodal field. Generally speaking, the probabilistic semantic models transform
the different types of the multimedia data into the mixture of the semantic topics
as their representations. They divide each modality of multimedia document into
the smallest elements (textual words or feature vectors). Additionally, they learn
the generative probability between the semantic topics of different modalities.
What’s more they also learn the generative probability of the smallest elements
conditioned on the semantic topics. Finally, they calculate the generative prob-
ability of the elements of one modality conditioned on the semantic topics of the
other modality [24] [25] [34] [35].

However, there are the faults of the probabilistic semantic models. The gener-
ative probability of one smallest element conditioned on one semantic topic only
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statistically take into account the frequency of the occurrence in this semantic
topic. So when this semantic topic is picked, a few of elements with larger gen-
erative probabilities on this semantic topic are more likely to be sampled. But
the multimodal query example itself is neglected in the process of the semantic
retrieval. Specifically, the larger generative probability of this element condi-
tioned on this semantic topic only means that this element often occurs in this
semantic topic, but it does not necessarily means that this element is related to
the query example that contains this semantic topic. In fact, the probabilistic
semantic models make the query example more generalized. Therefore, the query
example loses its particular quality after it was represented as the mixture of
semantic topics. Specifically, the query example is transformed into the general-
ized semantic environment. Meanwhile it loses the concrete objects. Therefore,
the elements with the large generative probability in the transformed semantic
topics are picked but they do not necessarily related to the concrete objects of
the original query example.

To address this problem, we exploit the Extreme Learning Machine (ELM)
to build the multimodal binary classifiers in textual and image modalities. The
classifiers determine whether the textual words with the large generative prob-
ability are related to the feature vectors or not. Firstly, we make the definition
of the sensible word.

Definition 1. (the sensible word). The sensible word is the smallest meaningful
element that represent the object or action in the nature.

According to the Definition 1, the sensible words can stand by themselves.
And the letters are not a sensible word. Although they are smaller than the
sensible words, they make no substantial sense by themselves. In this paper, for
the sake of convenience, the sensible words only refer to the textual modality, but
the sensible words can be applied to any modality, and the smallest meaningful
element of any modality can be regarded as the sensible word as Definition
1. Furthermore, we assume that the text in the multimodal document can be
summarized in some sensible words. The assumption is meaningful because the
multimedia is used for recording objects and actions in the nature including
human being. So the multimedia including texts can be summarized in some
sensible words. Meanwhile we also assume that different modalities of multimedia
in the same multimodal document have the same senses [25] [29] [30] [32] [34]
[35]. So we can easily conclude Lemma 1.

Lemma 1. Every sensible word of the text is mapped to by at least one of the
parts of the image in the same multimodal document.

∀w, ∃b such that λ(b) = w, (30)

In the (30) of Lemma 1 w is a sensible word, and b is one part of images and
λ is surjection from b to w.

Proof : The text and the image belong to the same multimodal document. So
they have the similar meanings. Every sensible word of the text certainly refer
to some parts in the image.
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Lemma 1 shows a surjective function that maps parts of the image to sensible
words of the text.

Moreover, as the technology of multimedia fast develops, the image feature
vectors increasingly exactly represent the whole information of the image.

Lemma 2. Every part of the image is mapped to by at least one image feature
vector.

∀b, ∃f such that ρ(f) = b, (31)

In the (31) of Lemma 2 b is one part of images, and f is one feature vector,
and ρ is surjection from f to b.

Proof : The image feature vectors are the representations of the image in the
multimedia and computer vision fields. Therefore, they definitely represent the
information of the image. With the development of the technology of the image
feature extraction, the image is divided into a few meaningful parts and every
part is represented as at least one image feature vector.

Lemma 2 shows a surjective function that maps image feature vectors to
parts of the image.

Based on the Lemma 1 and Lemma 2, when the image feature vectors can
satisfactorily represent the information of the image we can conclude the Theo-
rem 1.

Theorem 1. Every sensible word of the text is mapped to by at least one image
feature vector in the same multimodal document.

∀w, ∃f such that µ(f) = w, (32)

In the (32) of Theorem 1 w is one sensible word, and f is one feature vector,
and µ is surjection from f to w.

Proof : In the Lemma 2, every part of the image is mapped to by at least one
image feature vector. In the Lemma 1, every sensible word of the text is mapped
to by at least one part of the image. So we can conclude that every sensible word
is mapped to by at least one image feature vector.

Theorem 1. shows a surjective function that maps image feature vectors to
sensible words of the text.

There are some multimodal retrieval methods. The essence of these methods
is to use different techniques to learn the surjective function µ in the Theorem 1.
However, their performance are deteriorated because the input of the surjective
function is different modality from the output. It is difficult to build function
that maps one modal information to the other one. The method in this paper
maps different modal information to the semantic space. It learns the function
by means of the semantic layer.

Now we simplify the surjective function. As for each of sensible words, we
employ ELM technique to learn the binary function that verify whether this
sensible word can be mapped to by feature vectors. Specifically we use the feature
vectors of images and the sensible words of their associated texts to train the
binary classifiers. The classifiers can determine the binary correlation between
the feature vectors and sensible words. And the classifier is used for verifying
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whether one sensible word is corresponding to any of the feature vectors of the
query image or not. Why don’t one multi-class classifier is trained to assign the
query image into some classes? For one thing, it is inefficient and ineffective
to directly use the multi-class classifier to fit the function that maps feature
vectors to sensible words. Specifically, the multi-class classifier is more prone to
the error than the binary classifier in the multimodal environment. For another,
the answer to the query is just a simple Yes/No decision for the candidates.
The multi-class classifier substitutes for the binary one just as a simple problem
is changed into a complex one. Therefore, a simple problem that the classifier
makes a Yes/No decision for the candidates brings less errors.

The Word Classifier of 𝑤𝑚

(𝑎1,𝑏1) (𝑎𝐿 ,𝑏𝐿)(𝑎𝑞,𝑏𝑞)

𝛽2

2

𝛽1 𝛽𝑝 𝛽𝑞 𝛽𝐿

(𝑎𝑝,𝑏𝑝)(𝑎2,𝑏2)

𝑓𝑠

𝑌𝑒𝑠/𝑁𝑜

1 𝑛

𝐿𝑞𝑝1

2

𝑡𝑠

Fig. 1. Structure of The Word Classifier based on ELM

The ELM is an effective and efficient learning algorithms for SLFNs to solve
the problem of classification [5] [6] [12]. We assume that all words in the vocab-
ulary are the sensible words. In this paper, the sensible words are called for the
words for short. We employ ELM to train the binary classifiers of every word
in the vocabulary. We use the word classifier to denote this binary classifier. As
for the word classifier of one word wm where m = 1, 2, ...,M , to begin with we
build a new training set different from the old training set of our probabilistic
semantic model. This new training only is corresponding to the word classifier
of wm. So we need build M new training sets. Each of them is corresponding to
one of M word classifiers, where M is the number of words in the vocabulary.
As for the new training set of the word classifier of wm, we collect all of the
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different feature vectors of all old-training images. We build the samples (fs, ts)
where s = 1, 2, ..., N and N is the number of the different feature vectors of
all old-training images. Among the sample (fs, ts), (fs is the image feature vec-
tor and the input sample, and ts is the output sample. Moreover, if the word
wm is the same with any word of the text associated with the image xi where
i = 1, 2, ..., D, every output sample ts corresponding to every feature vector
fs of the image xi is set to Y es. Or else every output sample ts of xi is No.
Furthermore, we exploit the ELM method to train the word classifier of wm in
terms of the corresponding new training set. Specifically, the word classifier of
wm apply ELM to learning the parameters of SLFNs - ap, bp and βp as shown
in the Fig. 1. Thus we can obtain the word classifier of this word wm. Repeat
the similar process of building the word classifier for every word in the vocab-
ulary. We can obtain the word classifier of every word of the vocabulary. After
we use the multimodal probabilistic semantic model to get the generative prob-
abilities of words, we rank these words in terms of their generative probabilities
and we consider them as the candidate words. Additionally, we set a threshold
for the word classifiers. As for the ranked candidate words before the threshold,
we employ the word classifier of wu corresponding to the candidate word wu to
verify whether wu is related to the query image or not, where u = 1, 2, ...,M .
If the multimodal model does not acquire enough words when it has verified all
candidate words before the threshold, it generate words only depend on the gen-
erative probabilities from the beginning of the rank. The image feature vectors
can be preprocessed without loss of their senses so that they are suitable for
classification. If one word wu where u = 1, 2, ...,M belongs to the text that exist
in the same multimodal document with the image xi, theoretically speaking at
least one of the feature vectors of xi will be classified into the class Y es of wu
by the word classifier of wu based on Theorem2.

Theorem 2. For any of the sensible words of the text, at least one feature
vector of the image in the same multimodal document is classified into its class
by its word classifier without taking the error into consideration.

∀wi, ∃fj such that µi(fj) = 1 (33)

In the (33) of Theorem 2 wi is one sensible word, and fj is one feature vector,
and µi is the corresponding surjective function of wi.

Proof : Based on Theorem 1, we can draw the conclusion that for any of
the sensible words of the text, it can be corresponding to at least one feature
vector of the image in the same multimodal document. Meanwhile, there exist
the correlation between the feature vectors and the image they belongs to based
on Lemma 2 and the definition of the feature vectors. So there also exist cor-
relation between the corresponging feature vectors and this sensible word based
on Lemma 1 and Theorem 1. Therefore, according to the definition of the classi-
fier, when the number of the training image feature vectors is large enough, the
classifier can seize the correlation between the feature vectors and the sensible
word. So it can filter out the unrelated sensible words that is not correlated with
the mapped feature vectors. Thus any image feature vector correlated with this



18 Improving The Multimodal Probabilistic Semantic Model by ELM Classifiers

sensible word should be classified into the class of this sensible word by this word
classifier. So this word classifier can classify at least one image feature feature
vector of the image in the same multimodal document into this sensible word
without taking the error into consideration.

Consequently, the word classifier can match the image with its related words
and it also can filter out unrelated words. In the addition, the word classifiers
can be easily applied to any modality only if the modality follow the Definition
1, Lemma 1 and Lemma 2.

5 Experiments

In this section, we study the effectiveness and the efficiency of the multimodal
retrieval model based on ELM classifiers. More importantly, we also extend the
word classifier to other probabilistic semantic model so as to demonstrate it-
s universality and effectiveness. To begin with, we introduce the experimental
environment and provide the definitions of the performance measurements. Fur-
thermore, we measure the performance of searching texts by the image examples
based on word classifiers through the classic image annotation. Additionally, we
implement the text-based image retrieval to evaluate the performance of the im-
age retrieval by the textual examples. The experimental results demonstrate that
this multimodal retrieval model based on ELM classifiers is effective and efficien-
t and what’s more the word classifier can be widely applied to other semantic
probabilistic models.

5.1 The Experimental Environment and the Performance
Measurement

We employ Corel 5K dataset to evaluate the performance of the multimodal
model. This dataset consists of 5000 images and their associated captions. A-
mong them, 4500 images and captions are regarded as the training set and the
rest 500 images and captions are used for the testing set. We directly use the
image feature vectors from [33] because the image feature extraction is not the
focus of this paper. Moreover, we fit these image vectors for the implementation
of the experiments by removing uplicated and irrelevant features in the vectors.
At last we keep the rest 12 dimensional feature vectors to implement the experi-
ments. The hardware infrastructure of the experiments is the Intel Core i5-4590
CPU and 8G RAM, and meanwhile the experiments are implemented under the
software environment of matlab 2011b and Windows 10.

We employ the performance measurement of HitRate3 of [32] to evaluate the
image annotation of the multimodal model and word classifiers, and at the same
time we also take into account the time spent on the word classifiers to evaluate
the efficiency of word classifiers. HitRate3 is defined as:

HitRate3 (HR3): the average rate of at least one word in the ground truth
of a testing image is returned in the top 3 returned words for the testing set[32].
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The HR3 describes the accuracy of the image annotation. Obviously, the
higher the HR3, the better accuracy of the image annotation.

We use the general precision to evaluate the performance of the text-based
image retrieval. And we define the precision as: the average rate of the related
images - the related images mean that their ground truth captions contain at
least one sensible word of the query text - to the total returned images.

It is obvious that the higher precision, the better the accuracy of the text-
based image retrieval. The captions of the images are brief and concise, and
therefore we consider every word of all captions as the sensible word. Name-
ly, every word in the vocabulary is the sensible word. In the experiments, the
sensible words are called for the words for short.

We set the number of multimodal classifier hidden nodes as 150. Meanwhile,
tribas function is chosen as active function of ELM.

5.2 Image Annotation

We respectively set the number of the shared latent aspects (topics) to 20, 30,
and 40 to implement the experiments. At the same time, we perform both the
multimodal retrieval method with word classifiers and that without word classi-
fiers so as to evaluate the effectiveness of the word classifiers. We set a threshold
and the word classifiers verify every word whose rank is prior to the threshold.
The Fig. 2 shows that the multimodal probabilistic model with word classi-
fiers always has higher accuracy than that without word classifiers. Therefore,
the Fig. 2 demonstrates that the word classifiers can improve the accuracy of
the multimodal probabilistic semantic model whatever the number of its topics
is, because it is able to filter out the unrelated candidate words. On the oth-
er hand, the implementing time is so little that the cpu counter considers the
time spent on calculating the generative probability of answers nearly instanta-
neous, when the time for loading the related documents from the hard disk is
neglected. Furthermore, we do not take into account the time for loading the
related documents and word classifiers into the main memory from the external
storage and we assume that these data are stored in the main memory all the
time. In the addition, the time for the word classifiers determining whether one
word is related to one query image or not is nearly instantaneous too. Therefore,
the multimodal retrieval model and the word classifiers also have the excellent
efficiency.

Moreover, we adjust the value of the threshold of the word classifiers to study
the effect of its change on the accuracy. The Fig. 3 shows that the accuracy of the
multimodal model with different numbers of the topics changes as the threshold
increases. From the Fig. 3, we can find that the accuracy of the multimodal model
rises at first and after it reaches the peak it nearly levels off, because the word
classifiers can not find related words from much lower generative probabilities
of words. This tendency of the accuracy in the Fig. 3 indirectly demonstrates
the validity of the probabilistic semantic model because much lower generative
probabilities of words usually are unrelated with the query images. What’s more,
the improved accuracy also demonstrates the validity of the word classifiers in
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real practice in the Fig. 3. Thus the word classifiers are the effective complement
to the probabilistic semantic model.

We compare the multimodal model based on ELM classifiers with traditional
semantic models to demonstrate the superiority of our model [32] [40]. Further-
more, we apply the word classifiers to the other semantic models. The improved
accuracy of the other models demonstrate that word classifiers are effective. Ad-
ditionally, the excellent efficiency of the ELM method make implementation of
word classifiers nearly instantaneous. Therefore, these experiments demonstrate
that ELM are the very effective and efficient method for classification.

Table 1. Performance Comparison with Bayesian Model in Image Annotation

Models Hit-Rate3

The Multimodal Model 0.636

The Multimodal Model with Word Classifiers 0.658

The Bayesian Model 0.544

The Bayesian Model with Word Classifiers 0.578

The Latent Space Model 0.536

The Latent Space Model with Word Classifiers 0.556

The MLR Based Model 0.486

The MLR Model with Word Classifiers 0.504

The number of the latent aspects of our model and other semantic models
are the same 20. The Table 1 shows the accuracy of the models with and without
the word classifiers. In the Table 1, the accuracy of our model is higher than that
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of other models. More importantly, when we apply the word classifier to other
models, the word classifier also can improve their accuracy. The testing time
of the word classifiers also is nearly instantaneous owing to the highly efficient
ELM method. These experiments can demonstrate that the word classifier can
easily be extended to the usual probabilistic semantic models as the effective
and efficient complement to them.

The Fig. 4 shows that the accuracy of the Bayesian model changes as the
threshold increases. In the Fig. 4, at the beginning the accuracy of the Bayesian
model rises and it nearly levels off after it reaches the peak. Both the Fig. 4 and
the Fig. 1 demonstrate the expandability and effectiveness of the word classifiers
based on ELM.

5.3 Text-based Image Retrieval

In the experiments, we use the precision defined in the above to measure the per-
formance of text-based image retrieval of the multimodal retrieval model with
ELM classifiers. If the ground truth caption of the returned image contains at
least one word of the query text, this image is regarded as the related image.
The precision describes the average rate of the related images to the total re-
turned images. The multimodal text-based image retrieval is a emerging focus
compared to the traditional one, so the usual probabilistic semantic models are
not designed for it. Therefore, the usual probabilistic semantic models gener-
ally have the deteriorated effect on it. The Table 2 shows the precision of the
multimodal retrieval model for the text-based image retrieval. In the Table 2,
we can see that the word classifiers based on ELM can dramatically improve
the precision of the multimodal model although the multimodal model has the
unsatisfactory effect on the text-based image retrieval. Therefore, the word clas-
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sifiers also have the satisfactory effect on the text-based image retrieval. Owing
to the high efficiency of the ELM method, the testing time of the word classifiers
is nearly instantaneous.

Table 2. Precision of Text-based Image Retrieval

The Number of The Topics The Model With Classifiers The Model Without Classifiers

20 topics 0.403 0.216

30 topics 0.388 0.245

40 topics 0.392 0.218

We compare the multimodal model with word classifiers with the Bayesian
model in the Table 2. The multimodal model with word classifiers has the higher
precision than the Bayesian model, because the word classifiers improve the
performance of the multimodal model.

In short, the word classifiers can be easily extended to the probabilistic se-
mantic models as the effective complement so as to improve the accuracy of this
model. Furthermore, owing to the high efficiency of ELM the word classifiers also
are efficient. Meanwhile, these experimental results also demonstrate that ELM
are the very effective and efficient method for the multimodal classification.
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Table 3. Performance Comparison with Bayesian Model in Text-based Image Retrieval

Models The Precision

The Multimodal Model 0.216

The Multimodal Model with Word Classifiers 0.403

The Bayesian Model 0.242

6 Related Works

The semantic analysis model initially is proposed to handle the notorious se-
mantic gap [19] whose existence in the multimedia document retrieval (MDR)
dramatically deteriorates the efficiency of traditional retrieval methods. To tack-
le the new challenge of the multimodal retrieval, in recent years topic models
included by Semantic analysis models are extensively extended into the mul-
timodal field. Latent Semantic Indexing (LSI), Probabilistic Latent Semantic
Analysis(pLSA) and Latent Dirichlet Allocation (LDA) are three classical and
popular semantic topic models [1] [2] [4]. They were used for reducing the dimen-
sionality of document indexing and meanwhile they can bridge the semantic gap
between the human thought and low-level features. Therefore, nowadays they
have been widely applied to the multimodal retrieval field.

LSI was first presented by Landauer and P.Foltz in 1998 to reduce the di-
mension of the documents index [2]. It maps the document into a new semantic
space whose dimensionality is far smaller than the original document’s index.
It has been used for the multimedia and multimodal retrieval [20]. However,
there are some intractable flaws in the LSI model. For one thing, LSI is not
an incremental model, and therefore the LSI representation of documents need
be rebuilt completely once the corpus of documents is changed a little [20]. For
another, some parameters of the LSI model intrinsically have not the explicit
physical interpretation.

Based on the similar keystone with LSI, Hoffman proposed the Probabilistic
Latent Semantic Analysis (pLSA) by introducing the probability theories into
the LSI model [1]. This model gives the straightforward physical interpretation
to every parameters and probabilistic distributions. At first, pLSA is used for
the document clustering [22] [23]. Moreover, pLSA is extended to the computer
vision and multimedia fields [36] [37]. In these fields, the image is viewed as a
document and it is decomposed into visual words in terms of some methods such
as Scaleinvariant feature transform (SIFT) [38]. Recently, pLSA was applied to
the multimodal retrieval [34] [35]. In this field, it equally views image words
and text ones as the document words to train the pLSA model and it usually
introduces extra parameters to balances occurrence frequencies of image words
and text ones.

Additionally, like pLSA, LDA is also a generative probabilistic semantic mod-
el based on the similar fundamentals [4]. LDA employs the Dirichlet probability
to represent the probability distribution of latent semantic topics. It also has
been extended to the multimodal field [24] [25].
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Some other methods also can effectively address the multimodal retrieval
problem [26] [27] [28] [46]. The mathematical matrix and traditional content-
based query methods are widely applied to the multimodal retrieval [29] [30]. At
the same time, the Principal Component Analysis (PCA) is used for the fusion
of the concrete representations of different modalities so as to implement the
multimodal retrieval [31].

7 The Conclusion and Future Works

In this paper, we propose a new multimodal retrieval model with the ELM classi-
fiers. The experimental results show that this model are effective and efficient and
also demonstrates that the word classifiers based on ELM not only can improve
the performance of the probabilistic semantic model but also have the excellent
expandability. In the future, we will refine the technique of the word classifiers
and apply them to more multimodal models to improve their effectiveness.
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